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A Quick History the Trilinos Pull Request (PR) Testing

The Framework team enabled automatic PR testing in 2018

The “autotester” was developed in-house in Python by a member of department 1424.
o Trilinos PR testing uses the autotester, but it’s not the autotester.

> PR testing is a whole framework of infrastructure due to the complexities of the environment we work in and the
complexity of Trilinos itself.

Testing Trilinos is tricky
° There are many packages and options — We really can’t permute them all.
° Trilinos is a large and complex library that takes hours to compile & test.
° Trilinos is hosted and developed on Github
> We must test on a variety of non-standard platforms such as testbeds, GPU systems, etc.
° The early roll out of automated PR testing had the usual expected issues.

The Origins of the Terrible Diagram

° I put the “Terrible Diagram” together in 2018 as a thought exercise to try and capture the pain-points associated
with network connections required by the system.

° Jim Willenbring coined the “Terrible Diagram’ term.



3 | The “Terrible Diagram”
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4 I Some Job Stats for Trilinos PR Testing Q4-2020 to Q4-202|

m SUCCESS

Jenkins Job Status

m PROXY ERROR

m OTHER

m USER ERROR

m SNL GITLAB ERROR

Stats are for both Autotester itself and
individual builds.

Stats collected via script that scans
Jenkins console logs.

» ~61,200 Jenkins jobs run.

» ~51,700 ‘SUCCESS’ jobs.

» ~7,000 SNL proxy failures.
> ~450 ‘User’ errors

> ~200 SNL Gitlab failures.
>

~1, 800 ‘Other’
Job failures tend to occur in clusters.

PR’s are all-or-nothing so 5x jobs pass and
1x fails is still a failed run.

Total Wall Time: ~130,000,000 s.
» Jenkins WALL time not CPU time.
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A common indicator of a possible ‘terrible diagram’
issue is when a build fails but CDash shows all green:

{\ PR-9929-test-Trilinos_pullrequest_gcc_7.2.0_serial-3536 () 0 0 0
/) PR-9929-test-Trilinos_pullrequest_gcc_8.3.0-5993 () 0 0 0
{\ PR-9929-test-Trilinos_pullrequest_gcc_7.2.0_debug-4054 () 0 0 0 0
) PR-9929-test-Trilinos_pullrequest_intel_17.0.1-11204 () 0 0 n 0
A PR-9929-test-Trilinos_pullrequest_clang_10.0.0-4002 () 0 0 0 0
A

PR-9929-test-rhel7_sems-gnu-7.2.0-anaconda3-serial_debug_shared_no-kokkos-arch_no- 0 0 0 0 0

asan_no-complex_no-fpic_no-mpi_no-pt_no-rdc_pr-framework-638
@

All 6 jobs shown on CDash passed...
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A common indicator of a possible ‘terrible diagram’
issue is when a build fails but CDash shows all green:

/A PR-9929-test-Trilinos_pullrequest_gcc_7.2.0_serial-3536 0 0 0
/A PR-9929-test-Trilinos_pullrequest_gcc_8.3.0-5993 0 0 0
[\ PR-9929-test-Trilinos_pullrequest_gcc_7.2.0_debug-4054 0 0 0 0
{\ PR-9929-test-Trilinos_pullrequest_intel_17.0.1-11204 0 0 0
[\ PR-9929-test-Trilinos_pullrequest_clang_10.0.0-4002 0 0 0 0
A

PR-9929-test-rhel7_sems-gnu-7.2.0-anaconda3-serial_debug_shared_no-kokkos-arch_no-
asan_no-complex_no-fpic_no-mpi_no-pt_no-rdc_pr-framework-638

All 6 jobs shown on CDash passed...

773
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1443
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But the GitHub commit message
shows 8 jobs launched:

trilinos-autotester commented 6 days ago Member

Status Flag 'Pull Request AutoTester' - Jenkins Testing: 1 or more Jobs FAILED

Note: Testing will normally be attempted again in approx. 2 Hrs 30 Mins. If a change to the PR source
branch occurs, the testing will be attempted again on next available autotester run.

Pull Request Auto Testing has FAILED (click to expand)

Console Output (last 100 lines) :
Console Output (last 100 lines) :
Console Output (last 100 lines) :
Console Output (last 100 lines) :
Console Output (last 100 lines) :

» Console Output (last 100 lines) :

expand)

» Console Output (last 100 lines) :

» Console Output (last 100 lines) :

CDash Test Results for PR# 9929.

Trilinos_pullrequest_gcc_8.3.0 # 6016 (click to expand)
Trilinos_pullrequest_gcc_7.2.0_serial # 3559 (click to expand)
Trilinos_pullrequest_gcc_7.2.0_debug # 4077 (click to expand)
Trilinos_pullrequest_intel_17.0.1 # 11217 (click to expand)
Trilinos_pullrequest_cuda_10.1.105 # 2732 (click to expand)

Trilinos_pullrequest_cuda_10.1.105_uvm_off # 1723 (click to

Trilinos_pullrequest_clang_10.0.0 # 4015 (click to expand)

python-3 # 651 (click to expand)

Wiki: How to Reproduce PR Testing Builds and Errors.
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A common indicator of a possible ‘terrible diagram’
issue is when a build fails but CDash shows all green:

/A PR-9929-test-Trilinos_pullrequest_gcc_7.2.0_serial-3536 0 0 0 0 773 B t t h e G o t H b CO m m o t m essa ge
/A PR-9929-test-Trilinos_pullrequest_gcc_8.3.0-5993 0 0 0 0 1347 S h O S 8 j O b S la u n C h e d .
' ‘ L]
[\ PR-9929-test-Trilinos_pullrequest_gcc_7.2.0_debug-4054 0 0 0 0 0 1327 i T @
s S ember =, e
{\ PR-9929-test-Trilinos_pullrequest_intel_17.0.1-11204 0 0 0 0 1443 Status Flag 'Pull Request AutoTester' - Jenkins Testing: 1 or more Jobs FAILED
Note: Testing will normally be attempted again in approx. 2 Hrs 30 Mins. If a change to the PR source
[\ PR-9929-test-Trilinos_pullrequest_clang_10.0.0-4002 0 0 0 0 0 1337 branch occurs, the testing will be attempted again on next available autotester run.
A » Pull Request Auto Testing has FAILED (click to expand)

PR-9929-test-rhel7_sems-gnu-7.2.0-anaconda3-serial_debug_shared_no-kokkos-arch_no-
asan_no-complex_no-fpic_no-mpi_no-pt_no-rdc_pr-framework-638

0 0 0 0 0 0 12 » Console Output (last 100 lines) : Trilinos_pullrequest_gcc_8.3.0 # 6016 (click to expand)

» Console Output (last 100 lines) : Trilinos_pullrequest_gcc_7.2.0_serial # 3559 (click to expand)
. » Console Output (last 100 lines) : Trilinos_pullrequest_gcc_7.2.0_debug # 4077 (click to expand)
Al l 6 J O bS S h OW n O n C Da S h pa Ssed XX » Console Output (last 100 lines) : Trilinos_pullrequest_intel_17.0.1 # 11217 (click to expand)
» Console Output (last 100 lines) : Trilinos_pullrequest_cuda_10.1.105 # 2732 (click to expand)

» Console Output (last 100 lines) : Trilinos_pullrequest_cuda_10.1.105_uvm_off # 1723 (click to
expand)

» Console Output (last 100 lines) : Trilinos_pullrequest_clang_10.0.0 # 4015 (click to expand)

» Console Output (last 100 lines) : python-3 # 651 (click to expand)

In this situation, what happened is the autotester launched 8 jobs
But only 6 ever made it far enough in the framework to report to
Cdash.

Build timed out (after 720 minutes). Marking the build as aborted.
Build was aborted

Job <18604> is being terminated
Archiving artifacts
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CCR Help Center / Trilinos Help Desk
Technical support
Raise this request on behalf of

@ William C Ill Mclendon v

Export-Controlled Information (ECI) is NOT allowed on SEMS SON Jira
O I acknowledge that ECI is NOT allowed in SEMS SON Jira

Does this issue contain Official Use Only (OUO) information?
Yes
No

Summarize the support you need

Describe the support in more detail

Include details about your situation: Code name (e.g., SIERRA/TF). Description
unclassified unlimited release (UUR) or not.

Component/s or products

Trilinae Ctalahaldar /antinnall

https://trilinos-help.sandia.gov



Questions?



