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• Summary of Software Stewardship CI

• FY25 CI plans

• Trilinos-specific Software Stewardship CI

§ Relationship to Trilinos CI testing modernization effort



SUMMARY OF SOFTWARE STEWARDSHIP CI

• Key objectives of the Software Stewardship effort include

§ Improving productivity and efficiency

§ Moving services and processes to higher levels where appropriate

• Current Software Stewardship CI activity levels:

§ Spack

§ E4S

§ Product Family/SDK
⎼ xSDK, DAV SDK

§ Product level

• The CASS Integration Working Group is focused on CI for FY25

• FY24 included mostly transitioning from ECP and “keeping the lights on”
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FY25 CI PLANS

• Coordinate efforts between CASS/PESO and HPSF

• Targeted CI improvements for product-family-specific efforts

§ Cannot do everything, so select clear deliverables

§ Migrate from DAV Spack meta-package to using Spack environments

§ Baseline the status of CI testing for NNSA codes

§ Provide community testing for common tools product dependencies

§ Develop Spack packages and CI testing for workflows products

§ Integrate xSDK CI into Spack and/or E4S CI

§ Establish facility testing for internode runtime products

§ Establish facility and Frank automated testing for on-node programming products

• Increase use of U Oregon’s Frank resource

§ Demand may exhaust resources
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TRILINOS-SPECIFIC SOFTWARE STEWARDSHIP CI
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• 9 nightly builds currently running on 
the U Oregon “Frank” systems

• Coverage for 3 GPU vendors

• Developed under an ECP-era contract 
with Paratools

• Very minimal recent progress, but 
builds continue to run



TRILINOS-SPECIFIC SOFTWARE STEWARDSHIP CI
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• Tests cover a small fraction of Trilinos packages

• Stable baseline for adding more or for leveraging this work for more comprehensive testing



RELATIONSHIP TO TRILINOS CI TESTING MODERNIZATION EFFORT

• Modernization effort has several focuses, including the ability to run tests outside of Sandia

• Frank cluster provides access to many GPUs of interest for CI and other testing

§ Initially non-blocking builds

• Non-GPU resources can also be used to expand who can initiate testing for existing builds 
and reduce load on Sandia machines

§ Improve community for Trilinos developers

• Containerization is key to consistency for tests at multiple sites

• Remaining questions include:

§ Which dashboard will tests post to? Will there be multiple dashboards?

§ Will there be enough resources to run all builds at PR time?
⎼ What will be the workflow for debugging errors on non-PR initiated builds?

• Some NNSA integration funding available to prototype use of Frank for CI product builds

7


