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Profiling Tools in Action

Goal: show snapshot of  H2D/D2H transfers in Trilinos solvers for various application matrices

 Model problem – 3D Laplacian, 27-point stencil

 First order Stokes matrix from Albany Antarctic ice sheet simulation

 Thermal Fluids performance proxy

 SPARC performance proxy, tri-diagonal solver



Model Problem Description

Matrix:
◦ 3D Laplacian, 27 point FE stencil
◦ 1e6 rows
◦ Uniform distribution of  rows across MPI ranks

4 MPI ranks, one GPU per rank

Conjugate gradient

AMG preconditioner
◦ Three level V-cycle
◦ Polynomial smoother
◦ Rebalancing on level 1
◦ LU coarse grid solve

Summary of  H2D/D2H recurring patterns in 
solve
◦ 2 instances of  zeroing out residual
◦ 1 instance of  lazy initialization in coarse LU

Summary of  H2D/D2H recurring patterns in 
setup
◦ 8 instances of  TAFC (transfer and fill complete)
◦ 23 instances of  map construction
◦ 2 instances of  aggregation
◦ 1 instance of  rebalancing*



Belos/MueLu Solve for 3D Laplacian, 27-pt stencil

Multigrid grid transfer
Initializing residual



Belos/MueLu Solve for 3D Laplacian, 27-pt stencil

Coarse grid direct 
solve on host. Possibly 
lazy initialization, but 

only happens once.



Multigrid Setup – Pattern: Aggregation

One aggregation instance 
per coarse level (so two in 
this example).

Primarily small transfers. 
Needed, e.g., for reporting 
statistics from host.

deep_copy_small 
indicates <64 byte data 
transfer.

deep_copy_scalar 
indicates array fill.



Multigrid Setup Pattern: Transfer and Fill Complete (TAFC)

8 instances

Recent work has improved TAFC (#11689).
Additional improvements are planned.

deep_copy_small indicates a small (<64 
byte) data transfer and deep_copy_scalar 
indicates array fill.

Map ctor.  More on this next. 

https://github.com/trilinos/Trilinos/issues/11689


Multigrid Setup Pattern: Map Construction

105 deep_copy’s

Tpetra team has done initial 
redesign planning.

Potentially go from 5 to 1 
deep_copy per ctor.

8 instances

13 instances



Albany Antarctic Icesheet Simulation

Matrix:
◦ 35,336,280 rows

64 MPI ranks, one GPU per rank

Block GMRES

AMG preconditioner
◦ Three level V-cycle
◦ Polynomial smoother
◦ Specialized semicoarsening from level 0 -> level 1, 

then standard AMG
◦ No rebalancing
◦ Polynomial coarse grid solve

Summary of  H2D/D2H recurring patterns in 
solve
◦ Orthogonalization
◦ SpMV

Summary of  H2D/D2H recurring patterns in 
setup
◦ Semi-coarsening
◦ Otherwise very similar to Laplace3D



Belos/MueLu Solve

Known issue in 
orthogonalization. Will be 

resolved this FY.



Belos/MueLu Solve

CUDA-aware MPI disabled 
(due to Perlmutter software 

upgrade?)



MueLu Setup: Semicoarsening

Albany is considering calculating lines 
upstream of MueLu, which will address much 
of this.



Thermal Fluids Performance Proxy

Matrix:
◦ 29,360,128 point rows, implicit 7x7 blocks
◦ Uniform distribution of  rows across MPI ranks

Run on 16 MPI ranks, one GPU per rank

Ifpack2 block tri-diagonal solver



Thermal Fluids Proxy – Preconditioner Setup (Init. + Compute)

Additive Schwarz setup has 
D2H/H2D transfers throughout.
This hasn’t been looked at yet.



Thermal Fluids Proxy – Solve

Orthogonalization 
within GMRES



Thermal Fluids Proxy – Solve

Op*X



Thermal Fluids Proxy – Solve

Preconditioner
Apply

SPILUK kernel
(no deep copies!)



SPARC Performance Proxy

Matrix:
◦ 4,194,304 block rows, 7x7 blocks
◦ Application-specified rowmap

Run on 16 MPI ranks, one GPU per rank

Ifpack2 Block tri-diagonal solver



SPARC performance proxy – Setup

Some H2D transfers 
may be due to matrix 
starting life on host.



SPARC performance proxy – Preconditioner Setup

Some H2D transfers 
may be due to matrix 
starting life on host.



SPARC performance proxy – Preconditioner Compute

Some H2D transfers 
may be due to matrix 
starting life on host.



SPARC performance proxy – Solve

Solve looks good!
Single H2D transfer due to 
array initialization.



Summary

New Tpetra profiling tools have proved extremely useful for identifying H2D/D2H movement.

Just preparing this talk has led to improvements in the tools and yielded some surprising results.

FY24 work will include
◦ Continue to improve Transfer and Fill Complete
◦ Refactor Map construction
◦ Ifpack2 overlapping Schwarz (possibly)


