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E4S: Extreme-scale Scientific Software Stack
• E4S is a community effort to provide open-source software packages for developing, deploying and running scientific 

applications on HPC platforms.
• E4S has built a comprehensive, coherent software stack that enables application developers to productively develop highly 

parallel applications that effectively target diverse exascale architectures. 
• E4S provides a curated, Spack based software distribution of 100+ HPC and AI/ML packages (e.g., TensorFlow, PyTorch).
• With E4S Spack binary build caches, E4S supports both bare-metal and containerized deployment for GPU based platforms.

• X86_64, ppc64le (IBM Power 9), aarch64 (ARM64) with support for GPUs from NVIDIA, AMD, and Intel
• HPC and AI/ML packages are optimized for GPUs and CPUs. 

• Container images on DockerHub and E4S website of pre-built binaries of ECP ST products.
• Base images and full featured containers (with GPU support).
• Commercial support for E4S through ParaTools, Inc. for installation, maintaining an issue tracker, and ECP AD engagement.

• https://dashboard.e4s.io https://e4s.io/talks/E4S_Support_Sep22.pdf
• E4S for commercial cloud platforms: AWS image supports multiple MPI implementations and containers with remote desktop 

(DCV).
• Intel MPI, NVHPC, MVAPICH2, MPICH, OpenMPI

• e4s-cl container launch tool allows binary distribution of applications by substituting MPI in the containerized app with the 
system MPI. 

• Quarterly releases: E4S 22.08 released on August 31, 2022: https://e4s.io/E4S_22.08.pdf

https://e4s.io

https://dashboard.e4s.io/
https://e4s.io/talks/E4S_Support_Sep22.pdf
https://e4s.io/E4S_22.08.pdf
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E4S: Extreme-scale Scientific Software Stack
• Curated, Spack based software distribution
• Spack binary build caches for bare-metal installs with 90,000+ binaries
• Container images on DockerHub and E4S website of pre-built binaries of ECP ST products
• Base images and full featured containers (with GPU support)
• GitHub recipes for creating custom images from base images
• GitLab integration for building E4S images
• E4S validation test suite on GitHub
• e4s-cl container launcher tool for MPI substitution in applications
• E4S VirtualBox image with support for container runtimes

• Docker
• Singularity
• Shifter
• Charliecloud

• AWS and GCP images to deploy E4S

https://e4s.io
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Extreme-scale Scientific Software Stack (E4S)
• E4S: HPC Software Ecosystem – a curated software portfolio

• A Spack-based distribution of software tested for interoperability and portability to multiple architectures with support for GPUs 
from NVIDIA, AMD, and Intel in a single distribution

• Available from source, containers, cloud, binary caches

• Leverages and enhances SDK interoperability thrust

• Not a commercial product – an open resource for all

• Oct 2018: E4S 0.1 - 24 full, 24 partial release products

• Jan 2019: E4S 0.2 - 37 full, 10 partial release products

• Nov 2019: E4S 1.0 - 50 full,  5 partial release products

• Feb 2020: E4S 1.1 - 61 full release products

• Nov 2020: E4S 1.2 (aka, 20.10) - 67 full release products

• Feb 2021: E4S 21.02 - 67 full release, 4 partial release

• May 2021: E4S 21.05 - 76 full release products

• Aug 2021: E4S 21.08 - 88 full release products

• Nov 2021: E4S 21.11 - 91 full release products

• Feb 2022: E4S 22.02 – 100 full release products 

• May 2022: E4S 22.05 – 101 full release products 

• August 2022: E4S 22.08 – 102 full release products

https://e4s.io

Also include other products .e.g.,
AI: PyTorch, TensorFlow (CUDA, ROCm)
Co-Design: AMReX, Cabana, MFEM

https://e4s.io/
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E4S Download from https://e4s.io
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Download E4S 22.08 GPU Container Images: NVIDIA, AMD, Intel

https://e4s.io

• Separate full featured 
Singularity images for 3 GPU 
architectures 

• GPU full featured images for
– x86_64 (Intel, AMD, NVIDIA)
– ppc64le (NVIDIA)
– aarch64 (NVIDIA)   NEW!

• Full featured images available
on Dockerhub

• 100+ products on 3 
architectures 
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Download E4S 22.05 GPU Container Images: NVIDIA, AMD, Intel

https://e4s.io
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E4S 22.08 Full Featured and Base Images

https://e4s.io
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, x86_64)

• NVHPC 22.7 with CUDA 11.7
• Support for A100 and V100 GPUs
• TensorFlow v2.9.1 and
• PyTorch v1.12.1 optimized for GPUs
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, x86_64) (contd.)

• Trilinos v13.4.0
• NVHPC 22.7 with CUDA 11.7
• Support for A100 and V100 GPUs
• TensorFlow v2.9.1 and
• PyTorch v1.12.1 optimized for GPUs

• Also, support for ROCm 5.2.0 
optimized for MI250X and MI100

• Intel oneAPI 2022.1.0
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, ppc64le)

• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• TensorFlow v2.5.1 and
• PyTorch v1.9.0a0
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, ppc64le) (contd.)

• Trilinos v13.4.0 for ppc64le
• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• TensorFlow v2.5.1 and
• PyTorch v1.9.0a0
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22.08 Release: 101 Official Products + dependencies (gcc, cuda, aarch64) NEW!

• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• PyTorch v1.12.1
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22.08 Release: 101 Official Products + dependencies (gcc, cuda, aarch64) NEW!

• Trilinos v13.4.0 for aarch64
• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• PyTorch v1.12.1
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E4S 22.08: Trilinos Spack configuration +cuda cuda_arch=80

• Trilinos 13.4.0
• CUDA 11.4.4
• cuda_arch=80 

(for A100)
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E4S 22.08 Release: NVIDIA GPU, x86_64, ppc64le, and aarch64

• 100+ E4S Products
• Dockerhub
• Support for NVIDIA
• ppc64le, x86_64, and 
aarch64 in a single image

% docker pull ecpe4s/e4s-cuda
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E4S bare-metal installation spack.yaml recipe 

• Trilinos variants
• Built with CUDA
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E4S: Spack Build Cache at U. Oregon to speed up installation

• https://oaciss.uoregon.edu/e4s/inventory.html

• 92,000+ binaries
• S3 mirror
• No need to build

from source code!
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E4S Frank build statistics, monitoring failure of jobs

• https://stats.e4s.io
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E4S Base Container Images for x86_64, ppc64le, and aarch64

• Hub.docker.com
• ecpe4s
• Platforms:

• x86_64
• Ppc64le
• aarch64

• GPU runtimes:
• CUDA
• ROCm
• oneAPI
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E4S Base Container Images for x86_64 with Spack (no GPU)

• Popular 
Ubuntu18.04

• 1M+ downloads! 
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E4S 22.08 Cloud, CI, and Custom images
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E4S GitLab Nightly Testing of Trilinos at U. Oregon on Frank*

* https://oaciss.uoregon.edu/frank
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E4S GitLab Testing of Trilinos@develop on A100 (CUDA)

https://gitlab.e4s.io/uo-public/trilinos
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E4S GitLab Building Trilinos@develop using CUDA 

https://gitlab.e4s.io/uo-public/trilinos
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E4S GitLab: Running Trilinos Tpetra Testcase on A100



27

E4S GitLab: Running Trilinos Tpetra Testcase on A100

Notifies developers on failure
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E4S Validation Test Suite: Trilinos

• git clone https://github.com/E4S-Project/testsuite.git

• Provides automated build and run tests 
• Validate container environments and products
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E4S 22.08 AWS image: US-West2 (OR) ami-0d7295416d1c63e3a
E4S 22.08 AWS
• Intel oneAPI
• CUDA
• NVHPC
• ROCm
• AWS DCV
• Spack Build 

Cache
• ECP: Nalu-Wind
• Trilinos 13.4.0
• OpenFOAM
• ParaView
• TAU
• Docker
• Shifter
• Charliecloud
• E4S Singularity… 
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e4s-cl: A tool to simplify the launch of MPI jobs in E4S containers

https://github.com/E4S-Project/e4s-cl

• E4S containers support replacement of MPI libraries using MPICH ABI compatibility layer and 
Wi4MPI [CEA] for OpenMPI replacement. 

• Applications binaries built using E4S can be launched with Singularity using MPI library 
substitution for efficient inter-node communications. 

• e4s-cl is a new tool that simplifies the launch and MPI replacement.
– e4s-cl init --backend [singularity|shifter|docker] --image <file> --source <startup_cmds.sh>
– e4s-cl mpirun -np <N> <command>

• Usage:
. /opt/intel/oneapi/setvars.sh
e4s-cl init --backend singularity --image ~/images/e4s-gpu-x86.sif --source ~/source.sh
cat ~/source.sh

. /spack/share/spack/setup-env.sh
spack load trilinos+cuda cuda_arch=80

e4s-cl mpirun -np 4 ./a.out



31

E4S Summary
•What E4S isWhat E4S is not
Extensible, open architecture software ecosystem accepting 
contributions from US and international teams.
Framework for collaborative open-source product 
integration.

A full collection of compatible software capabilities and
A manifest of a la carte selectable software capabilities.

Vehicle for delivering high-quality reusable software products 
in collaboration with others.  

The conduit for future leading edge HPC software targeting 
scalable next-generation computing platforms.
A hierarchical software framework to enhance (via SDKs) 
software interoperability and quality expectations.

A closed system taking contributions only from DOE 
software development teams.

A monolithic, take-it-or-leave-it software behemoth.

A commercial product.

A simple packaging of existing software.
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Vision for E4S Now and in the Future

• E4S has emerged as a new top-level component in the DOE HPC community, enabling 
fundamentally new relationships

• E4S has similar potential for new interactions with other US agencies, US industry and international 
collaborators.  NSF and UK are examples

• The E4S portfolio can expand to include new domains (ML/AI), lower—level components (OS), and 
more.

• E4S can provide better (increased quality), faster (timely delivery of leading-edge capabilities) and 
cheaper (assisting product teams)
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Performance Research Laboratory, University of Oregon, Eugene

www.uoregon.edu

http://www.uoregon.edu/
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Thank you
This research was supported by the Exascale Computing Project (17-SC-20-SC), a joint project of 
the U.S. Department of Energy’s Office of Science and National Nuclear Security Administration, 
responsible for delivering a capable exascale ecosystem, including software, applications, and 
hardware technology, to support the nation’s exascale computing imperative.

Thank you to all collaborators in the ECP and broader computational science communities. The 
work discussed in this presentation represents creative contributions of many people who are 
passionately working toward next-generation computational science. 

https://www.exascaleproject.org


